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UNIT – 1 

Two marks 

1. Define i) Discrete random variable 

ii)  Continuous random variable  

i) Let  X  be a random variable, if the number of possible values of X is 

finite or count ably finite, then X is called a discrete random variable. 

ii) A random variable X is called the continuous random variable, if x 

takes all its possible values in an interval. 

2. Define probability mass function (PMF): 

 Let X be the discrete random variable taking the values ,𝑋1 , 𝑋2 ……….  

Then the number P (𝑋𝑖) = P(𝑋 =𝑋𝑖  ) is called the probability mass function of X 

and it satisfies the following conditions.  

i) P (𝑋𝑖) ≥ 0 for all;  

ii) ∑ P (𝑋𝑖)∞
𝑖=1  = 1 

3. Define probability Density function (PDF): 

 Let x be a continuous random variable. The Function f(x) is called the 

probability density function (PDF) of the random variable x if it satisfies. 

i) f(x) ≥ 0  

ii) ∫ 𝑓(𝑥)𝑑𝑥 = 1
∞

−∞
 

4.  Define cumulative distribution function (CDF): 

Let x be a random variable. The cumulative distribution function, denoted by 

F(X)and is given by F(X)=P(X≤x) 

5. If  x is a discrete R.V having the p.m.f 

X: -1 0 1 
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P(X): k 2k 3k 

Find P(x≥ 0) 

Answer:6k = 1 ⇒ k = 
1

6
 

P[x≥ 0]  = 2k + 3k ⇒ P[x≥ 0]  = 
1

6
 

6.  The random variable x has the p.m.f. P (x)=
𝑥

15
 , x=1,2,3,4,5 and = 0 else where. 

Find P [
1

2
< 𝑥 <

5

2
/𝑥 > 1] .Answer: 

P [
1

2
< 𝑥 <

5

2
/𝑥 > 1] = 

𝑃[𝑥=2]

𝑃(𝑥>1)
  = 

𝑃[𝑥=2]

1−𝑃(𝑥 ≤1)
 = 

2/15

1−1/15
 = 

1

7
 

7. If the probability distribution of X is given as : 

X 1 2 3 4 

P(X) 0.4 0.3 0.2 0.1 

 Find P [
1

2
< 𝑥 <

7

2
/𝑥 > 1] . 

Answer : 

P [
1

2
< 𝑥 <

7

2
/𝑥 > 1] = 

𝑃[1<𝑥<7/2]

𝑃(𝑥>1)
= 

𝑃(𝑥=2)+𝑃(𝑥=3)

1−𝑃(𝑥=1)
  = 

0.5

0.6
 = 

5

6
 

8. A.R.V. X  has the probability function 

X -2 -1 0 1 

P(X) 0.4 k 0.2 0.3 

 Find k and the mean value of X 

Answer: 

k=0.1  Mean  =∑ 𝑥𝑃(𝑥) = 
1

10
 [-8-1+0+3] = -0.6 

9. If the p.d.fof  a R.V. X is f(x) = 
𝑥

2
 in 0≤ 𝑥 ≤ 2, find  
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  P[𝑥 > 1.5/𝑥 > 1]. 

Answer : 

P[𝑥 > 1.5/𝑥 > 1] = 
𝑃[𝑥>1.5]

𝑃(𝑥>1)
  = 

∫
𝑥

2
𝑑𝑥

2
1.5  

∫
𝑥

2
𝑑𝑥

2
1  

= 
4−2.25

4−1
 = 0.5833 

10. If the p.d.f of a R.V.X is given by f(x) = {1/4,-2<x<2.0, else where. Find 

P[|X|>1]. 

Answer:  

P[|X|>1] =1- P[|X|<1] = 1-∫
1

4
𝑑𝑥

1  

−1
 = 

1

2
 

11.  If f(x) = k𝑥2, 0<x<3 is to be density function, Find the value of k. 

Answer: 

∫ 𝑘𝑥2𝑑𝑥
3

0
= 1 ⇒ 9k = 1 ∴ k = 

1

9
 

12.  If the c.d.f. of a R.V X is given by F(x) = 0 for x<0;= 
𝑥2

16
for 0≤ 𝑥 < 4     𝑎𝑛𝑑 =

1 𝑓𝑜𝑟 𝑥 ≥ 4, 𝑓𝑖𝑛𝑑  𝑃(𝑋 > 1/𝑋 < 3). 

Answer:  

𝑃(𝑋 > 1/𝑋 < 3) =  
𝑃[1<𝑋<3]

𝑃[0<𝑋<3]
=  

𝐹(3)−𝐹(1)

𝐹(3)−𝐹(0)
=  

8/16

9/16
=  

8

9
. 

13. The cumulative distribution of X is F(x) = 
𝑥3+1

9
 , −1, < 𝑋 < 2 𝑎𝑛𝑑        =

 0, otherwise. Find P[0 <X<1]. 

Answer: 

P[0<X<1] = F(1) – F(0) = 
2

9
− 

1

9
  =   

1

9
 

14.  A Continuous R.V X that can assume any value between x=2 and x=5 had the 

p.d.f f(x) = k(1+x). Find P(x<4). 
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Answer: 

∫ 𝑘(1 + 𝑥)𝑑𝑥

3

2

 = 1 ⇒
27𝑘

2
= 1 ∴ 𝑘 =

2

27
 

   P[X<4] =∫
2

27
(1 + 𝑥)𝑑𝑥

4

2
=  

16

27
 

15.  The c.d.f of X is given by F (x) = [
0, 𝑥 > 0

𝑥2, 0 ≤ 𝑥 ≤ 1
1, 𝑥 > 1

 Find the p.d.f of x, and 

obtain P(X>0.75). 

Answer: 

F(x) = 
𝑑

𝑑𝑥
F(x) = [

2𝑥, 0 ≤ 𝑥 ≤ 1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

P[x<0.75] = 1- P[ X≤ 0.75] = 1 − 𝐹(0.75) = 1 − (0.75)2 = 0.4375 

 

16.  Check whether f(x)=
1

4
𝑥𝑒−𝑥/2for 0<x<∞ can be the p.d.f of X. 

Answer: 

= ∫ 𝑓(𝑥)𝑑𝑥 =  ∫
𝑥

4
𝑒−𝑥/2∞

−∞

∞

−∞
𝑑𝑥 =  ∫ 𝑡𝑒−1∞

0
𝑑𝑡 where t = 

𝑥

2
 

=(− 𝑡𝑒−1 − 𝑒−1)0
∞ = - [0-1]=1 

∴ 𝑓( 𝑥 )𝑖𝑠 𝑡ℎ𝑒 𝑝. 𝑑. 𝑓 𝑜𝑓 𝑋. 

17. A continuous R.V X has a p.d.f f(x) = 3𝑥2, 0 ≤ 𝑥 ≤ 1. Find b such that 

P(X>b)= 0.05.  

Answer: 

3 ∫ 𝑥2𝑑𝑥 = 0.05

1

𝑏

⇒  1 − 𝑏3 = 0.05 ⇒ 𝑏3 = 0.95 ∴ 𝑏 = (0.95)
1

3 
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18. Let X be a random variable taking values -1, 0 and 1 such that P(X=-1) = 

2P(X=0) = P(X=1). Find the mean of 2X-5. 

Answer: 

∑ 𝑃(𝑋 = 𝑥) = 1 ⇒  5𝑃(𝑋 = 0) = 1 ∴ 𝑃(𝑋 = 0) =
1

5
 

Probability distribution of X: 

X -1 0 1 

P(X) 2/5  1/5 2/5 

𝑀𝑒𝑎𝑛 = 𝐸(𝑥) = ∑ 𝑥𝑝(𝑥) = −1 (
2

5
) + 0 (

1

5
) + 1 (

2

5
) = 0 

E[2X-5] = 2E(X) – 5 = 2[0] – 5 = -5.  

 

19.  Find the cumulative distribution function F(x) corresponding to the p.d.f. 

F(x)   =   
1

𝜋(1+𝑥2)
, -∞ < 𝑥 < ∞. 

Answer 

F(x)   = ∫ 𝑓(𝑥)𝑑𝑥
𝑥

−∞
 = 

1

𝜋
∫

𝑑𝑥

1+𝑥2

𝑥

−∞
  =  

1

𝜋
 [𝑡𝑎𝑛−1x] 

         =  
1

𝜋
 [

𝜋

2
 + 𝑡𝑎𝑛−1 x] 

20. The diameter of an electric cable, say X is assumed to a continues R.V with 

p.d.f of given by f(x) = kx(1-x), 0≤ 𝑥 ≤ 1. Determine k and P(𝑥 ≤
1

3
) 

Answer:  

∫ 𝑘𝑥(1 − 𝑥)𝑑𝑥 = 1 ⇒  𝑘 [
1

2
−

1

3
]

1

0

= 1   ∴ 𝑘 = 6 

𝑃 [𝑋 ≤
1

3
] = 6 ∫ (𝑥 − 𝑥2)𝑑𝑥 = 6

1/3

0
[

𝑥2

2
−

𝑥3

3
]

0

1/3

 = [(3𝑥2 −  2𝑥3)]0
1/3

= 
1

3
−

2

27
=

7

27
 



PROBABILITY AND RANDOM PROCESSES 
 

SNSCT-DEPARTMENT OF MATHEMATICS Page 6 
 

21.  A random variable Xhas the p.d.f f(x) given by f(x)={
𝐶𝑥𝑒−𝑥 , 𝑖𝑓 𝑥 > 0

0, 𝑖𝑓 𝑥 ≤ 0
. Find 

the value of C and C.D.F of X.  

Answer: 

𝐶 ∫ 𝑥𝑒−𝑥𝑑𝑥 = 1 ⇒

∞

0

𝐶[𝑥(−𝑒−𝑥]0
∞ = 1 

∴ 𝐶[−0 + 1] = 1 ⇒  𝐶 = 1 

𝐶. 𝐷. 𝐹 ∶ 𝐹(𝑥) =  ∫ 𝑓(𝑥)𝑑𝑥 = 1 
𝑥

0
− (1 + 𝑥)𝑒−𝑥for x ≥ 0. 

22.  State the properties of cumulative distribution function.  

Answer:  

i) F(-∞)=0 and F(∞) = 1. 

ii) F(∞) is non – decreasing function of X. 

iii) If F(∞)𝑖𝑠 𝑡ℎ𝑒 𝑝. 𝑑. 𝑓 of X, then f(x)=𝐹′(𝑥) 

iv) P[a≤ 𝑋 ≤ 𝑏] = F(b) – F(a) 

23.  Define the raw and central moments of R.Vand state the relation between them. 

Answer: 

Raw moment   𝜇′𝑟 = E[𝑋𝑟]  

Central moment𝜇𝑟= E[{𝑋 − 𝐸(𝑋)}𝑟].  

𝜇𝑟 =  𝜇′𝑟- r𝐶1𝜇′𝑟−1 𝜇′𝑟+ r𝐶2𝜇′𝑟−2(𝜇′𝑟)2 - …….+(−1)𝑟(𝜇′1)𝑟 

24. The first three moments of a R.V.X about 2 are 1, 16, -40. Find the mean, 

variance of X. Hence find 𝜇3. 

Answer: 

E(X) = 𝜇′
1 + 𝐴 ⇒  𝑀𝑒𝑎𝑛 = 1 + 2 = 3 

Variance = E(𝑋2)–[E((𝑋)]2 = 16 − 1 = 15 



PROBABILITY AND RANDOM PROCESSES 
 

SNSCT-DEPARTMENT OF MATHEMATICS Page 7 
 

𝜇3 =  𝜇′3- 3𝜇′2𝜇′1 + 2(𝜇′1)3 =  −86 

25.  Find the r-th moment about origin of the R.V X with p.d.f𝑓(𝑥) =

[
𝐶𝑒−𝑎𝑥, 𝑥 ≥ 0

0,   𝑒𝑙𝑠𝑒 𝑤ℎ𝑒𝑟𝑒
 

Answer: 

∫ 𝐶

∞

0

𝑒−𝑎𝑥𝑑𝑥 = 1 ⇒  𝐶 = 𝑎 

𝜇′
𝑟 = ∫ 𝑥𝑟

∞

0

𝑓(𝑥)𝑑𝑥 = 𝑎 ∫ 𝑥(𝑟+1)−1
∞

0

𝑒−𝑎𝑥𝑑𝑥 =
√(𝑟 + 1)

𝑎𝑟 =
𝑟!

𝑎𝑟  

26.  A C.R.V X has the p.d.f f(x)=𝑘𝑥2𝑒−𝑥, 𝑥 > 0. Find the r-th moment about the 

origin. 

Answer:  

∫ 𝑘𝑥2𝑒−𝑥𝑑𝑥

∞

0

= 1 ⇒  𝑘 =
1

2
 

𝜇′
1 = 𝐸[𝑋𝑟] =  

1

2
∫ 𝑥𝑟+2

∞

0

𝑒−𝑥 𝑑𝑥 =  
1

2
√(𝑟 + 3) =  

(𝑟 + 2)!

2
 

27. If X and Y are independent R,V’s and Z = X+Y, prove that 𝑀𝑥(𝑡)𝑀𝑦(𝑡). 

Answer: 

𝑀𝑧(𝑡) =  𝐸[𝑒𝑡𝑧] = 𝐸[𝑒𝑡(𝑋+𝑌)] = 𝐸[𝑒𝑡𝑥]𝐸[𝑒𝑡𝑦] 

                                                                                = 𝑀𝑥(𝑡)𝑀𝑦(𝑡). 

28. If the MGF of X is 𝑀𝑥(𝑡)and if Y=aX+b show that 𝑀𝑦(𝑡) = 𝑒𝑏𝑡𝑀𝑥(𝑎𝑡). 

Answer: 

𝑀𝑦(𝑡) = 𝐸[𝑒𝑡𝑦]   = 𝐸[𝑒𝑏𝑡𝑒𝑎𝑥𝑡] = 𝑒𝑏𝑡𝐸[𝑒(𝑎𝑡)𝑋] = 𝑒𝑏𝑡𝑀𝑥(𝑎𝑡). 

29. If a R.V X has the MGF M(t)=
3

3−𝑡
, obtain the mean and variance of X. 
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Answer: 

M(t) = 
3

3[1−
𝑡

3
]

=1+
𝑡

3
+  

𝑡2

9
+  … .. 

E(x) = Co-efficient of 
𝑡

1!
in (1) = 

1

3
 

E(𝑋2) = co-efficient of 
𝑡2

2!
in (1) = 

1

9
 

∴ Mean = 
1

3
 and V(X) = E(𝑋2) – [E(𝑋)]2 = 

1

9
 

30. If the r-th moment of a C.R.V X about the origin is r!, find the M.G. F of X. 

Answer:  

𝑀𝑥(𝑡) =  ∑ 𝐸[𝑋𝑟]

∞

𝑟=0

 .
𝑡𝑟

𝑟!
= ∑ 𝑡𝑟

∞

𝑟=0

 

= 1 + 𝑡 +  𝑡2 + ⋯   = (1 − 𝑡)−1 =
1

1 − 𝑡
 

 

31. If the MGF of a R.V. X is 
2

2−𝑡
, Find the standard deviation of x. 

Answer: 

𝑀𝑥(𝑡) = 
2

2−𝑡
 = (1 −

𝑡

2
)−1 = 1 +

𝑡

2
+

𝑡2

4
+ ⋯ 

𝐸(𝑋) = 
1

2
 ; E(𝑥2)= 

1

2
 ; V(X) = 

1

4
⇒  𝑆. 𝐷 𝑜𝑓 𝑋 =  

1

2
 

32. Find the M.G.F of the R.V X having p.d.f𝑓(𝑥) = [
1

3
, −1 < 𝑥 < 2

0,   𝑒𝑙𝑠𝑒 𝑤ℎ𝑒𝑟𝑒
 

Answer: 

𝑀𝑥(𝑡) = ∫
1

3
𝑒𝑡𝑥𝑑𝑥

2

−1
 = 

1

3𝑡
[𝑒2𝑡 − 𝑒−𝑡] 𝑓𝑜𝑟 𝑡 ≠ 0 

When t=0 , 𝑀𝑥(𝑡) = ∫
1

3
 𝑑𝑥 = 1

2

−1
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∴ 𝑀𝑥(𝑡) = [
𝑒2𝑡 − 𝑒−𝑡

3𝑡
, 𝑡 ≠ 0

1, 𝑡 = 0

 

33. Find the MGF of a R.V X whose moments are given by 𝜇′
𝑟 = (𝑟 = 1)! 

Answer: 

𝑀𝑥(𝑡) =  ∑ 𝐸[𝑋𝑟]

∞

𝑟=0

 .
𝑡𝑟

𝑟!
= ∑(𝑟 + 1)𝑡𝑟

∞

𝑟=0

 

= 1 + 2𝑡 +  3𝑡2 + ⋯   = (1 − 𝑡)−2 

∴  𝑀𝑥(𝑡) =
1

(1 − 𝑡)2  

34. Give an example to show that if p.d.f exists but M.G.F. does not exist. 

Answer: 

P(x)=[
6

𝜋2𝑥2
, 𝑥 = 1,2, …

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

∑ 𝑃(𝑥) =
6

𝜋2
⇒ ∑

1

𝑥2

∞

𝑥=1

=  
6

𝜋2 [
𝜋2

6
] = 1 

∴ P(x) is a p.d.f. 

But 𝑀𝑥(𝑡) =
6

𝜋2 ∑
𝑒𝑡𝑥

𝑥2 , which is a divergent series  

∴ 𝑀𝑥(𝑡) 𝑑𝑜𝑒𝑠𝑛𝑡 𝑒𝑥𝑖𝑠𝑡. 

35. The moment generating function of a random variable X is given by 𝑀𝑥(𝑡) =

1

3
𝑒𝑡 +

4

15
𝑒3𝑡 +

2

15
𝑒4𝑡 +

4

15
𝑒5𝑡.Find the probability density function of X. 

Answer: 

X 1 2 3 4 

P(X) 1/3 4/15 2/15 4/15 
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36. Let 𝑀𝑥(𝑡)
1

(1−𝑡)
, 𝑡 < 1 be the M.G.F of a R.V X. Find the MGF of the RV 

Y=2X+1. 

Answer: 

If Y =aX+b, 𝑀𝑦(𝑡) = 𝑒𝑏𝑡𝑀𝑥(𝑎𝑡)  ∴ 𝑀𝑦(𝑡) =
𝑒𝑡

1−2𝑡
. 

37. Suppose the MGF of a RV X is of the form 𝑀𝑥(𝑡) = (0.4𝑒𝑡 + 0.6)
8.What is the 

MGF of the random variable Y=3X+2. 

Answer: 

𝑀𝑦(𝑡) = 𝑒2𝑡𝑀𝑥(3𝑡)= 𝑒2𝑡[(0.4)𝑒3𝑡 = 0.6)]8 

38. The moment generating function of a RV X is [
1

5
+  

4𝑒𝑡

5
]

15

. Find the MGF of 

Y=2X + 3. 

Answer: 

If Y = 2X + 3, then 𝑀𝑦(𝑡) = 𝑒3𝑡𝑀𝑥(2𝑡). 

∴ 𝑀𝑦(𝑡) =  𝑒3𝑡 [
1

5
+  

4𝑒𝑡

5
]

15

 

39.  If a random variable takes the values -1, 0 and 1 with equal probabilities, find 

the MGF of X. 

Answer: 

𝑀𝑥(𝑡) = ∑ 𝑒𝑡𝑥 𝑃(𝑥) = 
1

3
𝑒−1 +

1

3
+

1

3
𝑒1=

1

3
[1 + 𝑒1 + 𝑒−1] 
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1. Determine the binomial distribution whose mean is 9 and whose standard 

deviation is 
3

2
. 

Answer: 

np = 9 and npq = 
9

4
. q = 

𝑛𝑝𝑞

𝑛𝑝
=  

1

4
⇒  𝑝 = 1 − 𝑞 =

3

4
 

np = 9 ⇒ n= 9 ×
4

3
= 12 

∴P[X=r] = 12 𝐶𝑟 . [
3

4
]

𝑟
[

1

4
]

12−𝑟
, 𝑟 = 0,1,2, … . .12 

2.  A die is thrown 3 times. If getting a ‘6’ is considered a success, find the 

probability of atleast two successes. 

Answer: 

P=1/6;   q= 5/6;   n=3. 

P[atleast two successes] = P(2) + P(3) 

      = 3𝐶2 . [
1

6
]

2 5

6
+ 3𝐶3 . [

1

6
]

3
=

2

27
 

 

3. Find the MGF of binomial distribution. 

Answer: 

𝑀𝑥(𝑡) = ∑ 𝑛𝐶𝑟 .  (𝑝𝑒𝑡)𝑟𝑛
𝑟=0  . 𝑞𝑛−𝑟 

           = (𝑞 + 𝑝𝑒𝑡)𝑛 

 

4. For a random variable X, 𝑀𝑥(𝑡) =
1

81
(𝑒𝑡 + 2)4 , find P[X≤ 2]. 

Answer:  

 𝑀𝑥(𝑡) =  (
2

3
+

1

3
𝑒𝑡)

4
.  

For Binomial distribution, 𝑀𝑥(𝑡) = (𝑞 + 𝑝𝑒𝑡) 
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∴ n=4, q=2/3,  p=1/3 

∴ P[X≤2] = P(0) + P(1) + P(2) 

   = (
2

3
)

4
+  4𝐶1

1

3
(

2

3
)

3
+  4𝐶1 (

1

3
)

2
(

2

3
)

2

 

   = 
1

81
[16 + 32 + 24] =

72

81
 

   = 0.8889 

5. The mean and variance of a binomial variance are 4 and 4/3 respectively, 

find  

 P [ X≥ 1] . 

Answer: 

np = 4, npq = 
4

3
⇒  𝑞 =

1

3
and 𝑝 =

2

3
  ∴ 𝑛 = 4 ×

3

2
= 6. 

P[ X≥ 1] = 1- P[ X< 1] = 1 -P[ X= 0] 

= 1- (
1

3
)

6
 = 0.9986 

 

6.  For a binomial distribution, mean is 6 and standard deviation is √2. Find the 

first two terms of the distribution.  

Answer:  

np = 6, npq = 2;  𝑞 =
2

3
⇒  𝑞 =

1

3
  ∴ 𝑝 =

2

3
. Here n = 9. 

  The first two terms are (
1

3
)

9
, 9𝐶1 (

2

3
) (

1

3
)

8
 

7. A certain rare blood can be found in only 0.05% of people. If the population 

of a randomly selected group is 3000, what is the probability that atleast 2 

people in the group have this rare blood type ? 

Answer: 

P=0.05% => p=0.0005; n = 3000; ⋏ = 𝑛𝑝 



PROBABILITY AND RANDOM PROCESSES 
 

SNSCT-DEPARTMENT OF MATHEMATICS Page 13 
 

⇒ ⋏=3000 x 
5

10000
= 1.5 

𝑃[𝑋 ≥ 2] = 1- P(X<2) = 1- P(X=1)  

 = 1- 𝑒−1.5 (1 +
1.5

1!
) = 0.4422 

8.  It is known that 5% of the books bound at a certain bindery have defective 

bindings. Find the probability that 2 of 100 books bound by this bindery will 

have defective bindings.  

Answer:  

⋏ = np   ⇒ ⋏ =100 x 5/100 = 5 

∴  P[X=2] = 
52𝑒−5

2!
 = 0.084 

9.  If X is a poissonvariate such that P(X=2) = 9P(X=4) + 90P(X=6), find the 

variance .  

Answer:  

𝑒−⋏⋏2

2!
 =  

9𝑒−⋏⋏4

4!
+ 

90𝑒−⋏⋏6

6!
⟹⋏4 + 3⋏2− 4= 0  

⟹ (⋏2+ 4)(⋏2− 1) = 0  

∴ ⋏2= 1 ⟹ variance = ⋏ = 1. 

10.  The moment generating function of a random variable X is given 

by 𝑀𝑥(𝑡) = 𝑒3(𝑒𝑡−1). Find P(X=1) 

Answer: 

𝑀𝑥(𝑡) = 𝑒⋏(𝑒𝑡−1) = 𝑒3(𝑒𝑡−1)⟹ ⋏ = 3 

P(X = 1) = ⋏ 𝑒−⋏⟹ P(X=1) = 3𝑒−3. 

11.  State the conditions under which the position distribution is a limiting case 

of the Binomial distribution. 

Answer: 

i) n →∞ 
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ii) p → 0  

iii) np= ⋏, a constant  

12.  Show that the sum of 2 independent poisson variates is a poisson variates. 

Answer:  

Let X~P(⋏1)  and  Y ~P(⋏2) 

Then 𝑀𝑥(𝑡) = 𝑒⋏1(𝑒𝑡−1);   𝑀𝑦(𝑡) = 𝑒⋏2(𝑒𝑡−1) 

𝑀𝑥+𝑦(𝑡) =  𝑀𝑥(𝑡)𝑀𝑦(𝑡) =𝑒(𝑒𝑡−1)(⋏1+⋏2) 

⟹ X + Y is also a poissonvariate 

13.  In a book of 520 pages, 390 typo-graphical errors occur. Assuming poisson 

law for the number of errors per page, find the probability that a random 

sample of 5 pages will contain no error. 

Answer: 

 ⋏  = 
𝟑𝟗𝟎

𝟓𝟐𝟎
 =  0.75 

𝑃 (X=x) = 
𝑒−⋏⋏𝑥

𝑥!
= 

𝑒−0.75(0.75)𝑥

𝑥!
 , x = 0.1.2,… 

Required probability = [ P(X = 0)]5 = (𝑒−0.75)5 = 𝑒−3.75 

14. If X is a poissonvariate such that P(X=2)= 2/3 P(X=1) evaluate 

P(X=3). 

Answer: 

𝑒−⋏⋏2

2!
  =  

2

3

𝑒−⋏⋏ 

1!
⟹⋏ =

4

3
 

∴P[X=3] = 
𝑒−⋏(

4

3
)

3

3!
 

15. If for a poisson variate X, E(𝑋2) = 6, What is E(X)? 

Answer: 

⋏2+⋏   =  6 ⟹⋏2+⋏  - 6  
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 = 0 ⟹ (⋏ +3)(⋏ −2) = 0 ⟹ ⋏ = 2, -3 

But ⋏>0, ⋏=2 . E(X) = ⋏= 2 

16.  If X is a poisson variate with mean ⋏ , show that E(𝑋2) = ⋏ 𝐸(𝑋 + 1). 

Answer: 

E(𝑋2) =⋏2+⋏  

E(X+1) = E(X)+1 = ⋏ + 1  

∴ E(𝑋2) = ⋏ (⋏ +1) = ⋏ 𝐸(𝑋 + 1) 

17. The time (in hours ) required to repair a machine is exponentially distributed 

with parameter ⋏=
1

2
. What is the probability that a repair takes atleast 10 

hours given that its duration exceeds 9 hours ? 

Answer: 

Let X be the R.V which represents the time to repair the machine. 

P[X≥ 10/𝑥 ≥ 9] = P(X≥ 1) (by memory less property ) 

= ∫
1

2
𝑒−

𝑥

2𝑑𝑥 
∞

1
 = 0.6065 

18. The time (in hours) required to repair a machine is exponentially distributed 

with parameter ⋏=
1

3
. What is the probability that the repair time exceeds 3 

hours ? 

Answer: 

X- represent the time to repair the machine  

P.d.f of X, f(x) = 
1

3
𝑒−

𝑥

3 , x>0  

P(x>3) = ∫
1

3
𝑒−

𝑥

3𝑑𝑥 
∞

3
= 𝑒−1 = 0.3679 

19. Find the MGF of an exponential distribution with parameter ⋏. 

Answer:  

𝑀𝑥(𝑡) = ⋏ ∫ 𝑒𝑡𝑥𝑒−⋏𝑥𝑑𝑥 
∞

0
= ⋏ ∫ 𝑒−(⋏−𝑥)𝑥𝑑𝑥 

∞

0
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=
⋏

⋏−𝑡 
 = (1 −

𝑡

⋏
)

−1
 

20. Mention any four properties of normal distribution ? 

Answer: 

(1) The curve is bell shaped  

(2) Mean,Median,Mode coincide. 

(3) All odd central moments vanish 

(4) X-axis is an asymptote to the normal curve 

21. If X is normal variate with mean 30 and S.D 5, find P[26   X  40] 

Answer: 

P [26  X  40] = P [-0.8 ≤ Z ≤ 2] where Z = 
𝑋−30

5
 

    = P [0 ≤ Z ≤ 0.8] + P[0 ≤ Z ≤ 2] 

                          = 0.2881 + 0.4772 = 0.7653 

22. If X is a normal variate with mean 30 and s.d 5 , find P [|𝑋 − 30|≤5]. 

Answer: 

P [|𝑋 − 30|≤ 5] = P [25 ≤ X ≤ 35 ] = P [-1 ≤ Z ≤ 1 ] 

                            = 2P (2 ≤ Z≤ 1) = 2(0.3413) = 0.6826 

23. X is normally distributed R.V with mean 12 and SD  4. Find P [ X ≤ 20 ]. 

Answer: 

P [ X ≤ 20 ] = P [ Z ≤ 2 ] where Z = 
𝑋−12

4
 

         = P [ -∞ ≤ Z 0 ] + P [ 0 ≤ Z ≤ 2 ] 



PROBABILITY AND RANDOM PROCESSES 
 

SNSCT-DEPARTMENT OF MATHEMATICS Page 17 
 

= 0.5 + 0.4772 = 0.9772 

24. For a certain normal distribution, the first moment about 10 is 40 and the 

fourth moment about 50is 48. Find the mean and s.d of the distribution. 

Answer: 

Mean A + µ1
′ ⇒ Mean = 10 + 40 = 50 

µ1
′ ( 𝑎𝑏𝑜𝑢𝑡𝑡ℎ𝑒𝑝𝑜𝑖𝑛𝑡𝑋 = 50) = 48 ⇒ 𝜇4= 48 

Since mean is 50, 3𝜎4 = 48 

 𝜎= 2. 

25. If X is normally distributed with mean 8 and s.d4 , find P ( 10 ≤ X ≤ 15 ). 

Answer: 

 P ( 10 ≤ X ≤ 15 ) = P [ 0.5 ≤ X ≤ 1.75 ] 

                            = P [ 0.5 ≤ X ≤ 1.75 ] – P [ 0 ≤ X ≤ 0.5 ] 

                            = 0.2684 

26. X is a normal variate with mean 1 and variance 4 , Y is another normal 

variate independent of X with mean 2 and variance 3 , what is the 

distribution of  

X + 2Y ? 

Answer: 

 E [X + 2Y] = E (X) + 2E (Y) = 1 +4 = 5 

 V[X+2Y] = V (X) + 4V(Y) = 4+4(3) = 16 

 X + 2Y ~N(5,16 ) by additive property. 
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UNIT 2 

Two marks 

1.  The bivariate random variable X and Y has the pdf f(x,y)={

2kx (8 y),x y 2x
f(x,y)

0 x 2

   
 

 
 find k. 

Ans: 

2x2 2x 2 2
2 2

0 x 0 x

2 22 2 4
2 3 4 3

0 0

22 4 4 5
3

0 0

f (x,y)dydx 1

y
kx (8 y)dydx 1 k x 8y dx 1

2

4x x x
k x 16x 8x dx 1 k 16x 2x 8x dx 1

2 2 2

3x 8x 3x
k 8x dx 1 k 1

2 4 10

48 112
k 32 1 k 1

5 5

1
k

 

 



 
    

 

   
          

   

   
      

   

   
     

   

 

  

 



12
1

5

5
k

112

 
 

 



 

2. The joint pdf of random variable x and y is given by 
2 2(x y )

f(x,y) kxye ,x 0,y 0
   

find the value of k. 

Ans:  

f (x,y)dxdy 1

 

 

   

2 2(x y )

0 0

kxye dydx 1

 
     
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2 2y x

0 0

k ye dy xe dx 1

 
   

2x

0

1
xe dx

2




 
 

  
  

1 1
k . 1

2 2
 ,   k 4  

3. If X and Y have joint pdf 
x y,0 x 1,0 y 1

f (x,y) .
0, otherwise

    
 


 check whether X and Y are 

independent. 

Ans: 

The marginal density of X is  

1

0

1
2

0

1

0

1
2

0

f (x) f (x,y)dy f (x) (x y)dy

y 1
f (x) xy f (x) x

2 2

f (y) f (x, y)dy f (y) (x y)dy

x 1
f (y) xy f (y) y

2 2

1 1
f (x).f (y) x y f (x).f (y) f (x, y)

2 2









  

 
    
 

  

 
    
 

  
     
  

 

   

4. Let X and Y have j.d.f f(x,y)=2, 0<x<y<1. Find m.d.f 

Ans: 

Marginal density of X is given by 

  f (x) f (x,y)dy





 
1

x

2dy   

 
1

x
2 y  

 2 1 x ,0 x 1.     

 Marginal density function of Y is given by 
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  f (y) f (x,y)dy





 
y

0

2dx   
y

0
2 x 2y,0 y 1.    

5. The j.d.f of the random variables X and Y is given by 

x

8xy,0 x 1,0 y x
f (x,y) .findf (x).

0, otherwise

   
 


 

 Ans: 

  xf (x) f (x,y)dy





   

  

x

0

8xydy 

x
2

0

y
8x

2

 
  

 
 

 
2

x
8x

2

 
  

 
  

  3
xf x 4x ,0 x 1    

         6.  Given 
cx(x y),0 x 2, x y x

f (x,y) ,
0, otherwise

     
 


find c. 

  Ans: 

  f (x,y)dydx 1

 

 

   

  

2 x

0 x

cx(x y)dydx 1



    

  

x2 2
2

0 x

y
c x y x. dx 1

2


 
  

 
  

  

2 2 3
3 3

0

x x
c x x dx 1

2 2

 
    

 
  
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2
3

0

c 2x dx 1  

  

2
4

0

x
2c 1

4

 
 

 
  

16
2c 1

4

 
 

 
  

1
c

8
  

6. The joint p.d.f of a bivariate random variable (X,Y) is given by 

kxy,0 x 1,0 y 1
f (x,y) ,

0, otherwise

   
 


find K. 

 Ans: 

  f (x,y)dxdy 1

 

 

   

  

1 1

0 0

kxydxdy 1   

11 2

0 0

x
k y dy 1

2

 
 

 
  

  

1

0

y
k dy 1

2
   

1
2

0

y
k 1

4

 
 

 
 

  k 4  

7. If the joint pdf of (x,y) is 
1

f(x,y) ,0 x,y 1
4

   , find p(x y 1).   

 Ans: 

  p(x y 1) p(x 1 y)      

   

1 y1

0 0

f (x,y)dxdy



    

   

1 y1

0 0

1
dxdy

4



    
1 y1

0 0

1
x dy

4



   

    
1

0

1
(1 y) dy

4
   

1
2

0

1 y
y

4 2

 
  

 
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1 1

1
4 2

 
  

 
 

1 1
.

4 2
  

1

8
  

8.  Two random variables X and Y have joint pdf 

xy
,0 x 4,1 y 5

f (x,y) ,96

0, otherwise


   

 



find 

E(x). 

 Ans: 

  E(x) xf (x,y)dxdy

 

 

    

  

5 4

1 0

xy
x dxdy

96

 
  

 
   

45 3

1 0

1 x
y. dy

96 3

 
  

 
  

  

5

1

1 64
ydy

96 3
   

5
2

1

64 y

288 2

 
  

 
 

  
2 25 1

9 2 2

 
  

 
 

1
(24)

9
  

  

8

3


. 

9. Let X be a Random variable with pdf  
1

f x = , -1≤x≤1
2

, and let 
2Y =X , find E(Y). 

Ans:  
2Y x  

   2E Y E x
 

 2x f x dx





  
1

3
2

1

1 1 1 1
2

2 2 3 6 3

x
x dx



 

  
    

   


. 

 

10. If the joint pdf of (x,y) is given by  , ,0 , 1f x y x y x y    . Find  E XY . 

Ans:  

   ,E XY xyf x y dxdy

 

 

    
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    
1 1

0 0

xy x y dxdy    

    
1 1

2 2

0 0

x y xy dxdy    

   

11 3 2
2

0 0
3 2

x x
y y dy

 
  

 
  

   

11 2

0 0
3 2

y y
dy

 
  

 
  

   

1
2 3

0
6 6

y y 
  
 

2 1

6 3
  . 

    

11. Find the acute angle between the two lines of regression  

Ans: 

The acute angle between the two lines of regression is 
2

2 2

1
tan

x y

x y

r

r

 


 

 
  

  

. 

12. State the equation of the two regression lines. What is the formula for correlation 

coefficient  

Ans: 

  X on Y is    xyx -x =b y-y  and Y on X is    yxy -y =b x -x .  

  Correlation coefficient           xy yxr = b .b . 

13. If X and Y are independent random variables with variance 2 and 3. Find the variance of 

3X+4Y. 

Ans: 

   2Var x  ,   3Var y   

       2 23 4 3 4Var X Y Var X Var Y    

       9 16Var X Var Y   

    9*2 16*3   

    66  

14. The joint pdf of (X,Y) is given by  
,0 ,

x y
e x y
 

   . Are X and Y independent? 

Ans :  

   ,f x f x y dy





   
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0

x ye e dy



    

      
0

0 1x y x xe e e e


         . 

     ,f y f x y dx





   

   
0

x ye e dx



    

      
0

0 1y x y ye e e e


         . 

        ,
x yx yf x f y e e e f x y

      Therefore, X any Y are independent. 

 

15. The two lines of regression are 8 10 66 0x y   , 40 18 214 0x y   . Find the mean 

value of X and Y. 

Ans: 

 8 10 66x y   _________ (1) 

  40 18 214x y  ________(2) 

 Solving (1) and (2) , we get 104, 17x y   

 Mean of X = 13 

 Mean of Y = 17. 

 

16. The two regression lines are 
9 107

20 20
x y  , 

4 33

5 5
y x  . Find correlation coefficient? 

Ans: 

 xy yxr = b .b  

 Here, xy

9
b =

20
, yx

4
b =

5
 

  
9 4

0.6
20 5

r X   
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UNIT 3 

Two marks 
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UNIT 4 

Two marks 
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Unit 5 

Two marks 

 

 

 

 

17.
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21. A system has an impulse response ℎ(𝑡) = 𝑒−𝛽𝑡𝑈(𝑡), find the system transfer 

function. 

Solution: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

22. State any properties of Linear time invariant system. 

1. If X(t) is WSS process, then Y(t) is also WSS process. 

2.  


