PROBABILITY AND RANDOM PROCESSES

UNIT -1

Two marks

. Define 1) Discrete random variable
1) Continuous random variable
) Let X be arandom variable, if the number of possible values of X is
finite or count ably finite, then X is called a discrete random variable,
i)  Arandom variable X is called the continuous random variable, if x
takes all its possible values in an interval.
. Define probability mass function (PMF):

Let X be the discrete random variable taking the values ,X; , X5 ..........
Then the number P (X;) = P(X =X; ) is called the probability mass function of X
and it satisfies the following conditions.

) P (X;) = 0 for all;

i) T2, P(X)=1
. Define probability Density function (PDF):

Let x be a continuous random variable. The Function f(x) is called the

probability density function (PDF) of the random variable x if it satisfies.
i) f(x) >0
i) [ flodx=1
Define cumulative distribution function (CDF):
Let x be a random variable. The cumulative distribution function, denoted by
F(X)and is given by F(X)=P(X<x)
. If xis adiscrete R.V having the p.m.f
X: -1 0 1
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P(X): k 2k 3k

Find P(x= 0)

Answer:6k =1 = k =§

PIx= 0] = 2k+ 3k = P[x 0] ==

6. The random variable x has the p.m.f. P (x)=115 , x=1,2,3,4,5 and = 0 else where.

Find P [% <x< g/x > 1] .Answer:

_P[x=2] _ P[x=2] _ 2/15 _1
T P(x>1) 1-P(x<1) 1-1/15 7

P[%<x<§/x>1]

7. If the probability distribution of X is given as :
X 1 2 3 4
P(X) (04 0.3 0.2 0.1

FindP[%<x<§/x>1].

ANnswer :

1 7 3
PL<x<3/x>1]= P(x>1) 1-P(x=1) 06 6

8. A.R.V. X has the probability function
X -2 -1 0 1
P(X) |04 Kk 0.2 0.3

Find k and the mean value of X

Answer:
k=0.1 Mean =¥ xP(x) = 1—10 [-8-1+0+3] = -0.6

9. If the p.d.fof aR.V. X is f(x) :g in0< x < 2, find
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P[x > 1.5/x > 1].

Answer :
2 X
Jiosdx  4-225
Plx > 1.5/x > 1] =221l 152 ~— = 0.5833
PeD [Py a1

10.1f the p.d.f of a R.V.X is given by f(x) = {1/4,-2<x<2.0, else where. Find
P[|X[>1].

Answer:
1
P[IX[>1] =1- P[IX|<1] = 1-[* Zdx = -
11. If f(x) = kx?, 0<x<3 is to be density function, Find the value of k.

Answer:

1
9

[ kx?dx=1=9k=1:k=

2
12. If the ¢.d.f. of a R.V X is given by F(x) = 0 for x<0:= %for 0<x<4 and=
1forx =4, find P(X >1/X < 3).
Answer:

P[1<X<3] _ F(3)-F(1) _ 8/16 _ 8
Plo<x<3] F(3)-F(0) 9/16 9

PX>1/x<3)=

x3+41

13.The cumulative distribution of X is F(x) = ,—1, < X< 2and =

0, otherwise. Find P[0 <X<1].

Answer:
2 1 _ 1
P[0<X<1] =F(1) - F(0) = 5T 5~ &9
14. A Continuous R.V X that can assume any value between x=2 and x=5 had the

p.d.f f(x) = k(1+x). Find P(x<4).
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Answer:
fk(1+)d 12k1k -
=1= = —
xax 2 27
Pix<d] = [ = (1 + x)dx = —
2 27 27
0,x>0
15. The c.d.f of X is given by F (x) = [xz, 0 < x < 1 Find the p.d.f of x, and
1, x>1

obtain P(X>0.75).

Answer:

d 2x,0<x <1
F(X) = EF(X) = [0, otherwise

P[x<0.75] = 1- P[ X< 0.75] = 1 — F(0.75) = 1 — (0.75)2 = 0.4375

16. Check whether f(x):ixe‘x/zfor 0<x<oco can be the p.d.f of X.

Answer:

=" f(x)dx = f_oo ~e*/2dx = [ te" 1dtwheret——

=(-te™t —e™HF =-[0-1)=1

s~ f(x)isthep.d.f of X.
17.A continuous R.V X has a p.d.f f(x) = 3x2%,0 < x < 1. Find b such that
P(X>b)=0.05.

Answer:
1

1
3 f x2dx = 0.05= 1— b3 =0.05 = b3 =095 -~ b = (0.95)3
b
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18.Let X be a random variable taking values -1, 0 and 1 such that P(X=-1) =
2P(X=0) = P(X=1). Find the mean of 2X-5.

Answer:
1
ZP(sz)=1 > 5P(X=0)=1:PX =0)=¢

Probability distribution of X:
X -1 0 1
P(X) 2/5 1/5 2/5

Mean = E(x) =Zx'p(x) = —1@) +0(%) + 1(%) =0

E[2X-5] = 2E(X) — 5 = 2[0] - 5 = -5.

19. Find the cumulative distribution function F(x) corresponding to the p.d.f.

F(x) = s -0 < x < 00,
Answer

e _ 1 -1
FO) =7 fdxe==[" T2 - o ltan™X

1, -1
= —[-+
~ [2 tan™" X]
20.The diameter of an electric cable, say X is assumed to a continues R.V with
p.d.f of given by f(x) = kx(1-x), 0< x < 1. Determine k and P(x < %)

Answer:

ka(l—x)dx—l = k[———]=1 k=6

0 _ 6 (730 — 52V dy = s _ s1/3_1_ 2 _ 7
P[XSE]—6IO (x —x%)dx = 6[———] =[(3x2 = 2x3)], 3—;_;
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Cxe ™ ,if x>0

21. A random variable Xhas the p.d.f f(x) given by f(x):{ 0,if x < 0

. Find

the value of C and C.D.F of X.

Answer:

Cf xe*dx =1 =C[x(—e ™™g =1
0
“C[-0+1]=1>C=1

C.D.F:F(x) = f;cf(x)dx= 1 —(1+x)e *forx=0.

22. State the properties of cumulative distribution function.
Answer:
1) F(-0)=0and F(c0) = 1.
i) F(o0) is non — decreasing function of X.
iii) If F()is the p.d. f of X, then f(x)=F'(x)
iv) Pla< X < b] =F(b) — F(a)
23. Define the raw and central moments of R.Vand state the relation between them.
Answer:
Raw moment u',. = E[X"]
Central momentu,.= E[{X — E(X)}"].
U= W TC e Wt TG (W) - H=1)"(W')"
24.The first three moments of a R.VV.X about 2 are 1, 16, -40. Find the mean,
variance of X. Hence find u5.
Answer:
EX)=p',+A=> Mean=1+2=3

Variance = E(X®)-[E((X)]? =16 — 1 = 15
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Hz = W3- 3u'u'y +2(u'1)* = —86
25. Find the r-th moment about origin of the R.V X with p.d.ff (x) =

Ce ™ x>0
0, else where

Answer:

e}

JCe‘axdx=1=>C=a
0

(00]

) o L Jaor+1) 1!
,urzfxrf(x)dx=aJO xT+D-1, “xdxz—ar ==
0
26. A C.R.V X has the p.d.f f(x)=kx?e™*,x > 0. Find the r-th moment about the
origin.
Answer:

r 1
J kx’e*dx =1 =k =3
0

1r” 1 r+2)!
,u’1=E[XT]=—J xr+ze_xdx=zw/(r+3)=( )
0

2 2
27.1f X and Y are independent R,V’s and Z = X+Y, prove that M, (t)M,,(t).

Answer:
M,(t) = E[e**] = E[e"**1)]| = E[e"*]E[e"]
= M, ()M, (¢).
28.1f the MGF of X is M, (t)and if Y=aX+b show that M,,(t) = e”*M, (at).

Answer:

M, (t) = E[e”] = E[eP'e®!] = eP'E[e(®DX] = bt M, (at).

29.1fa R.V X has the MGF M(t)=%, obtain the mean and variance of X.
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Answer:

_ 3 _
M) = -
E(x) = Co-efficient of %in (1) = é

2
E(X?) = co-efficient of %in (1) = %

» Mean = = and V(X) = E(X?) - [E(0)]? = =

30.1f the r-th moment of a C.R.V X about the origin is r!, find the M.G. F of X.
Answer:

T [0 0]
M, () = ZExr —,:Zt
r=0
=1+t+ t*>+-- =(1—t)‘1=L
1-—-t

31.1f the MGF ofa R.V. X is % Find the standard deviation of x.

Answer:
M(t)—zi—(l——) 1—1+ + “ 4.
E(X)=5;E(x2)=5;V(X):Z=> S.Dofx=l

32FmdtheMGFoftheRVXhavmgpdff(x)— —1<x<2

0, else where
Answer:

M, (t) = f_zléetxdx =§[62t —e Y fort#0

When t=0, M,.(t) = f_zlg dx =1
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— e_t

eZt
“M(0) = [T't #0
1,t=0

33.Find the MGF of a R.V X whose moments are given by u'. = (r = 1)!

Answer:

Mx(t)=§:E[XT —r, Z(r+1)t
=0

=14+2t+ 3t°+- =1 —-¢t)?
W M (t) = —
x( ) (1 _ t)z
34.Give an example to show that if p.d.f exists but M.G.F. does not exist.
Answer:
6
P(X)= [n X =12,
0, otherwise

Sr= =g wls] =

X)=—>= —_ = —|—] =

T2 x? m?|6
x=1
~ P(X) isap.d.f.
tx
But M,.(t) = %Zi—z, which is a divergent series
= M,(t) doesnt exist.

35.The moment generating function of a random variable X is given by M, (t) =

Zet + =3t + = e + = 5 Find the probability density function of X.

15 15

Answer:

POX) |13 |4/15 [2/15 |4/15
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36.Let Mx(t)ﬁ, t < 1 be the M.G.F of a R.V X. Find the MGF of the RV

Y=2X+1.
Answer:

t
IfY =aX+b, My(t) = ethx(at) - My(t) = 1521&'

37.Suppose the MGF of a RV X is of the form M, (t) = (0.4et + 0.6)8.What is the
MGF of the random variable Y=3X+2.

Answer:

M, (t) = e**M,(3t)= e*[(0.4)e3t = 0.6)]®

¢-15

38.The moment generating function ofa RV X is E + %] . Find the MGF of
Y=2X + 3.
Answer:

If Y = 2X + 3, then M, (t) = e3'M,(2t).

3 [1 4et1™
. — tl - ——
~M,(@)=e [5 + c ]

39. If a random variable takes the values -1, 0 and 1 with equal probabilities, find
the MGF of X.

Answer:

M,(t) =Y e*P(x)= ge_l + é +§el=§ [1+e!+e7]
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1. Determine the binomial distribution whose mean is 9 and whose standard
deviation is %
Answer:

9 npq 1

3
np—9andnpq-z. q-g— Z:» p—l—q—z

np=9=>n:9><§:12

pixan=126 [ B = 012,02

2. A die is thrown 3 times. If getting a ‘6’ is considered a success, find the

probability of atleast two successes.

Answer:
P=1/6; g= 5/6; n=3.
P[atleast two successes] = P(2) + P(3)
2 3
=36, [ 2+ 3¢ [ =2
6l 6 6 27

3. Find the MGF of binomial distribution.

Answer:
M, (t) = X7—onCyr. (pe)" .q™"
=(q +pe?)"

4. For a random variable X, M,.(t) = 8—11 (et +2)*, find P[X< 2].
Answer:
_ (2,1, ¢)*
M (6) = (3+3et) .
For Binomial distribution, M,.(t) = (g + pe")

SNSCT-DEPARTMENT OF MATHEMATICS Page 11



PROBABILITY AND RANDOM PROCESSES

. n=4, g=2/3, p=1/3
P[X<2] = P(0) + P(1) + P(2)

=)'+ ac 2 () v 4 () Q)

=8—11[16+32 +24] =;—i
= 0.8889
5. The mean and variance of a binomial variance are 4 and 4/3 respectively,
find
P[X>1].
Answer:
np = 4, npq=§zq=§andp=§ -'.n=4><§=6.

P[X>1] = 1-P[ X< 1] = 1 -P[ X= 0]

= 1- (g)6 = 0.9986

6. For a binomial distribution, mean is 6 and standard deviation is v/2. Find the
first two terms of the distribution.

Answer:

np = 6, npq=2;q=§=>q=§.-.p=§.Heren:9.

The first two terms are G)g ,9C; (g) G)S
7. A certain rare blood can be found in only 0.05% of people. If the population
of a randomly selected group is 3000, what is the probability that atleast 2
people in the group have this rare blood type ?
Answer:

P=0.05%  =>p=0.0005; n =3000; A =np
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5 —
10000

P[X > 2] = 1- P(X<2) = 1- P(X=1)

= A=3000 x 1.5

=1 ¢ 15 (1 + 11—f’) — 0.4422

8. Itis known that 5% of the books bound at a certain bindery have defective
bindings. Find the probability that 2 of 100 books bound by this bindery will

have defective bindings.

Answer:
A=np = A=100x5/100=5
« P[X=2] = 2= = 0,084

2!

9. If X is a poissonvariate such that P(X=2) = 9P(X=4) + 90P(X=6), find the
variance .
Answer:

—A, 2 —A 4 —A, 6
e A 9e A 90e™ A
= + =AY +3A0%2—-4=0
2! 4! 6!

= M2+ 4)(A*=1)=0

~A?=1= variance = A = 1.

10. The moment generating function of a random variable X is given
by M, (¢) = €3~ Find P(X=1)

Answer:

M, (¢) = ere =D = 3" D= ) = 3

PX=1)=re*= P(X=1) =3e73.

11. State the conditions under which the position distribution is a limiting case
of the Binomial distribution.

Answer:

) n-oo
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i) p—0
Ill) np= A, aconstant
12. Show that the sum of 2 independent poisson variates is a poisson variates.
Answer:
Let X~P(n;) and Y ~P(x,)
Then M, (t) = e*('~D; M, (t) = eh2(e'=1)
My (8) = M ()M, () =e ('~ D0HA)
— X + Y is also a poissonvariate
13. In a book of 520 pages, 390 typo-graphical errors occur. Assuming poisson
law for the number of errors per page, find the probability that a random

sample of 5 pages will contain no error.

Answer:
=22 = 0.75
520
A X —-0.75 0.75 X
p(X=x)= 2= 0T 12,
x! x!

Required probability = [ P(X = 0)]5 = (e7075)5 = ¢~375

14, If X is a poissonvariate such that P(X=2)= 2/3 P(X=1) evaluate
P(X=3).
Answer:
—A 2 —-A
e A — Ee A A = i
2! 3 1! 3
3
M2
-'-P[X:3] — (3)
3!

15.1f for a poisson variate X, E(X?) = 6, What is E(X)?
Answer:

AN = 6 =A24A -6
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=0=A+3)(A-2)=0=>Ar=2,-3
But A>0, A=2.E(X) = A= 2
16. If X is a poisson variate with mean A , show that E(X?) = A E(X + 1).
Answer:
E(X?) =A%+A
E(X+1)=E(X)+1=A+1
SEXHD) =AM+ =AEX + 1)
17.The time (in hours ) required to repair a machine is exponentially distributed

with parameter A= % What is the probability that a repair takes atleast 10

hours given that its duration exceeds 9 hours ?
Answer:
Let X be the R.V which represents the time to repair the machine.

P[X= 10/x = 9] = P(X= 1) (by memory less property )

col _=Z

= [ 2e2dx = 0.6065
18.The time (in hours) required to repair a machine is exponentially distributed
with parameter A= § What is the probability that the repair time exceeds 3

hours ?
Answer:

X- represent the time to repair the machine
P.dfof X, f(x) =2e 5 , x>0
PO-3) = [} 5dx = ™' = 03679

19.Find the MGF of an exponential distribution with parameter A.

Answer:

M,(t) = A fooo eXe ™ Mdx= A fooo e~ (A=0)x g
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- A — t -1
TA-t (1 B X)
20.Mention any four properties of normal distribution ?

Answer:

(1) The curve is bell shaped

(2) Mean,Median,Mode coincide.

(3) All odd central moments vanish

(4) X-axis is an asymptote to the normal curve

21.1f X is normal variate with mean 30 and S.D 5, find P[26 < X < 40]

Answer:

P[26<X<40]=P[-o.gszsz]wherez=%

—P[0<Z<0.8]+P[0<Z<2]
= 0.2881 + 0.4772 = 0.7653

22.1f X is a normal variate with mean 30 and s.d 5, find P [|X — 30|<5].

Answer:
P[IX —30|<5]=P[25<X<35]=P[-1<Z<1]
=2P (2<7<1)=2(0.3413) = 0.6826

23.X is normally distributed R.V with mean 12 and SD 4. Find P[ X <20 ].

Answer:
P[XS20]=P[ZS2]whereZ=¥

=P[-0<ZO0]+P[0<Z<2]
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=05+0.4772=0.9772

24 .For a certain normal distribution, the first moment about 10 is 40 and the
fourth moment about 50is 48. Find the mean and s.d of the distribution.

Answer:

Mean A + u. = Mean = 10 + 40 = 50

,u'l( aboutthepointX = 50) =48 = u,= 48
Since mean is 50, 30* = 48
o= 2.
25.1f X is normally distributed with mean 8 and s.d4 , find P (10 <X <15).

Answer:
P(10<X<15)=P[0.5<X<1.75]
=P[05<X<175]-P[0<X<0.5]
= 0.2684

26.X is a normal variate with mean 1 and variance 4, Y is another normal
variate independent of X with mean 2 and variance 3, what is the
distribution of

X+2Y7?

Answer:

E[X+2Y]=EX)+2E(Y)=1+4=5
V[X+2Y] =V (X) + 4V(Y) = 4+4(3) = 16
X +2Y ~N(5,16 ) by additive property.
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UNIT 2

Two marks

1. The bivariate random variable X and Y has the pdf f(x,y)={

2 —
f(x,y)={kx B-y)x<y<2X fogk.

0<x<?2

Ans:

T T f(x,y)dydx =1

—00 —00
2X

2 2x 2
[ [roi@-y)dydx=1 ijZ[Sy—y?] dx=1
0 x 0

X

2 4x° NG 2 x*
ij2 16X — —— — 8X + — |dx=1 kj 16x3 - 2x* = 8x3 + = ldx=1
0 2 2 ! 2

2. The joint pdf of random variable x and y is given by f(x,y) =kxye **") x>0,y >0
find the value of k.

Ans:

T T f(x,y)dxdy=1

TT kxye Y )dydx=1
00
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kT ye‘yzdyT xe ¥ dx=1 ﬁ xe ™ dx = %}
0 0 0

KI.2=1, k=4
2

N -

X+y,0<x<1,0<y<l1
0, otherwise

3. IfXand Y have joint pdf f(x,y) ={ . check whether X and Y are

independent.
Ans:

The marginal density of X is

© 1
)= [foay)dy  FO)=[(x+y)dy
—c0 0
2

1
v —xet
f(x)_[xy+ 2} f(x)_x+2

0

® 1
fy)=[fxydy  fy)=[(x+y)dy
—0 0

2 1
f(y)=[§+xy} fy)=2+y

0

(001m=(x+3)(y+3]  1001#xy)

4. Let X and Y have j.d.f f(x,y)=2, 0<x<y<1. Find m.d.f
Ans:

Marginal density of X is given by
0 1
f(x)= [ f(xy)dy = 2dy
1
=2[y],

=2(1-x),0<x<1.

Marginal density function of Y is given by
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o y
f(y)= j f(x,y)dy =j2dx =2[x]/ =2y,0<y <L
—o0 0

5. The j.d.f of the random variables X and Y is given by

8xy,0<x<1,0<y<Xx
f(x.y)={

findf, (x).
0, otherwise «(X)

Ans:

f,09= [ F(x,y)dy

f,(x)=4x°,0<x<1

CX(X=VY),0< X< 2, = X<y <X .
6. Given f(x,y)= (x=Y) . Y ,find c.
0, otherwise

Ans:

T ]o f(x,y)dydx=1

—00 —00

j' _)f cX(x—y)dydx=1
0 —x

2 yz X
c_[ x2y—x.—} dx=1
0 2

-X
27 2 3
X X
cj =4+ dx=1
A 2
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2
CJ- 2x3dx=1
0

4712
2C X =1 2C|:E:|=1 C=1
4 | 4 8

6. The joint p.d.f of a bivariate random variable (X,Y) is given by
kxy,0<x<1,0<y<l1
f(X,y)={ ’

] find K.
0, otherwise

Ans:

T ]o f(x,y)dxdy=1

—00 —00

11 if2 1
[ [ roxyaxdy=1 kj[%y} dy =1
00 0

7. Ifthe joint pdf of (x,y) is f(x,y)=%,0<x,y<1, find p(x+y<1).

Ans:

p(x+y<1)=p(x<l-y)

1-y

f(x,y)dxdy

O S |

0
11-y

1 1
=J'Izdxdy=z_([[x]o dy

00

1} [y
=z_![(1—Y)]dy =z[y—y?}
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I P B
4" 2 4

1.1
2 8

ﬁ,0<x<4,1<y<5

8. Two random variables X and Y have joint pdf f(x,y) =< 96 find
0, otherwise
E(x).
Ans:
E(x)= [ [ xf(x.y)dxdy
54 5 37
=IIX(%)dxdy =9—16j{y%} dy
10 1 0
S Loy b
96937~ 288) 2
_2[25_1]_1,,
9.2 2 9
_8
3,
9. Let X be a Random variable with pdf f(x)=—, -1=<x <1, and let Y =X?, find E(Y).
Ans:
Y =x°
E(Y)=E(x*)

fercpse (335 -b-d

—00

10. If the joint pdf of (x,y) is given by f(x,y)=x+y,0<x,y<1.Find E(XY).
Ans:

E(XY)= T Txyf (x, y)dxdy

—00 —0
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Otk O O O

xy (x+y)dxdy

e O

(x y+xy2)dxdy

1
yzj dy
0

N\ ©
w| X%,
<

_I_
I\)|><

[N

VR
w <
+
|\>|‘<M

o
o
<

cn|‘<,\,
+
c»|‘<w

>—+
Il
N
Il
Wl

Il
TN

11. Find the acute angle between the two lines of regression
Ans:

. o 1-r*( oo
The acute angle between the two lines of regression is tan @ = .
r (o +0o,

12. State the equation of the two regression lines. What is the formula for correlation

coefficient
Ans:

XonY is (x-)_()=bxy(y-)_/) and Y on X is (y-;/):byx(x-x).

Correlation coefficient r= '\/bxy'byx :

13. If X and Y are independent random variables with variance 2 and 3. Find the variance of
3X+4Y.
Ans:

Var(x)=2, Var(y)=3
Var (3X +4Y ) =3?Var (X )+4*Var(Y)
=9Var (X )+16Var(Y)
=9*2+16*3
=66
14. The joint pdf of (X,Y) is given by e ), 0< x,y <. Are X and Y independent?
Ans :

f(x)zT f(x,y)dy
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= Te"eydy
0
=g (—e‘y ): =—e*(0-1)=¢.
f(y)= T f(x,y)dx
= Texeydx
0

—e”’ (—e‘X ): =—(0-1)=e".

f(x)f(y)=e"e” =e " =f(xy) Therefore, X any Y are independent.

15. The two lines of regression are 8x—10y +66 =0, 40x—-18y—214 =0. Find the mean
value of X and .
Ans:
8x—-10y =—66 (1)
40x—-18y =214 (2)
Solving (1) and (2) , we get x =104,y =17
Mean of X =13
Mean of Y =17,

16. The two regression lines are X = 2% y+120—07 Y =gx+3—53. Find correlation coefficient?

Ans:

SNSCT-DEPARTMENT OF MATHEMATICS Page 24



PROBABILITY AND RANDOM PROCESSES

UNIT 3
Two marks

1. Define Random processes and give an example of a random process.
A Random process is a collection of R.V {X'(s.7)}that are functions of a real
variable namely time t where s S and re T
Example:
X(r) = Acos(owr + 8) where 6 is uniformly distributed in (0, 27) where A and o are
constants.

2. State the four classifications of Random processes.
The Random processes is classified into four types
(1)Discrete random sequence
If both T and S are discrete then Random processes is called a discrete
Random sequence.
(ii)Discrete random processes
If T is continuous and S is discrete then Random processes is called a
Discrete Random processes.
(iii)Continuous random sequence
If T is discrete and S is continuous then Random processes is called a
Continuous Random
sequence.
(iv)Continuous random processes
If T &S are continuous then Random processes is called a continuous

Random processes.

3. Define stationary Random processes.
If certain probability distributions or averages do not depend on t, then the random
process {X()}is called stationary.

4.Define first order stationary Random processes.
A random processes {X(7)}is said to be a first order SSS process if
f(x,.t, +8) = f(x,.t,)(i.e.) the first order density of a stationary process {X(r)} is
independent of time t

5.Define second order stationary Random processes
A RP {X(¢)} is said to be second order SSSif f(x,.x,.t,.1,) = f(x,.X,.1, + h.t, + h)
where f(x,.x,.,.t,) s the joint PDF of {X(r,). X (z,)}.
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6.Define strict sense stationary Random processes
Sol: ARP {X(#)} is called a SSS process if the joint distribution

X)X (1) X () X(¢,) is the same as that of
X, + )X, + ) X(t, +h)........ X(t, +h)foralls .t,.15......... f,and h >0 and for n > 1.

7.Define wide sense stationary Random processes
ARP {X(r)}is called WSS if E{X{r)} 1s constant and E[X(r)_‘{(r + r)] =R_(1)

(1.e.) ACF 1s a function of 7 only.

8.Define jointly strict sense stationary Random processes
Sol: Two real valued Random Processes {X(7)}and {Y'(7)} are said to be jointly stationary

in the strict sense if the joint distribution of the {X'(r)}and {Y(r)} are invariant under

translation of time.

9.Define jointly wide sense stationary Random processes
Sol: Two real valued Random Processes {X(#)}and {Y(7)} are said to be jointly stationary
in the wide sense if each process is individually a WSS process and R, (7,.7,) 1s a function

of 1r.t, only.

10. Define Evolutionary Random processes and give an example.
Sol: A Random processes that is not stationary in any sense is called an

Evolutionary process. Example: Poisson process.

1. 'When is a random process said to be ergodic? Give an example
Answer: A R.P {X(t)} 1s ergodic if its ensembled averages equal to appropriate time
averages. Example: X (7) = Acos(ef+8) where 6 is uniformly distributed in (0.27) 1s

mean ergodic.

2. Define Markov Process.
Sol: If for #, <t <f; <ty <t, <t then
PX(1)<x/X () =x. X)) =%, X(t,)=x,)=PX(H)<x/X(t,)=x,)
Then the process {X(7)}is called a Markov process.

13. Define Markov chain.
Sol: A Discrete parameter Markov process is called Markov chain.

1. Define one step transition probability.
Sol: The one step probability Pl.l"” =a, /X, = a,.] 1s called the one step probability from

the state a, to a,at the »™ step and is denoted by P, (n—1.1)
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15. State the postulates of a Poisson process.
Let {X(f)} = number of times an event A say. occurred up to time ‘t’ so that
the sequence {X (r)}. t = 0 forms a Poisson process with parameter A .

(1) P[1 occurrence in (7.7 + Ar) J[= AAr

(i1) P[0 occurrence in (7.7 + Ar) |=1- AAf

(11)  P[2 or more occurrence in (r.1 + Ar) |=0

(iv)  X(t) 1s independent of the number of occurrences of the event in any interval
prior and after the interval (0.t).

(V) The probability that the event occurs a specified number of times in (to.to+1)
depends only on t, but not on f,.

16. State any two properties of Poisson process
Sol: (1) The Poisson process is a Markov process
(11) Sum of two mdependent Poisson processes 1s a Poisson process
(111) The difference of two mdependent Poisson processes 1s not a Poisson

DIOCESS.

17. If the customers arrived at a counter in accordance with a Poisson process with a
mean rate of 2 per minute, find the probability that the interval between two consecutive
arrivals is more than one minute.
Sol: The interval T between 2 consecutive arrivals follows an exponential distribution
with
parameter A =2.P(T >1) = J e dr =e™ =0.135.

1

18. A bank receives on an average A = 6 bad checks per day, what are the probabilities
that it will receive (i) 4 bad checks on any given day (ii) 10 bad checks over any 2
consecutive days.

e ()" e (61)"

Sol: P(X (1) =n) = n=012...
7l n!
-6 ¢4
() POY)=4)=° if) _0.1338
-12 10
(i) P(X(2)=10) = & = 0.1048
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19.  Consider a Markov chain with two states and transition probability matr

3/4 1/4
P= K / .Find the stationary probabilities of the chain.
/2 1/2
3/4 1/4
Sol: (:'rl.;r:){”2 1/f2:|:(ﬂ.'l.ﬂ.'2) T+, =1
i;-rl+;r—3:ﬂrlz‘;ﬁl—ﬂg:0. ;T =27,
4 : 4 2 }
2 1
. ;Tl = :"TE =
2 2
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UNIT 4

Two marks

1. Define the ACF.
Answer:
Let X(t;) and X(t,) be two random variables. The autocorrelation of the random
process {X(f)} 1s
R, (t.t,) = E[X(t)X(1,)]

Ifti=t=1t. Ry (t.t) = E[X*(¢)] is called as mean square value of the random process.

2. State any four properties of Autocorrelation function.

Answer:
. Ry (—7) =R, (1)
2. |R(z)| < R(0)

3. R(r) is continuous for all .
4. If R(r) 15 ACF of a stationary RP {X(t)} with no periodic components, then

iy =lmR(r).
T—p0

3. Define the cross — correlation function.
Answer:
Let {X (1)} and {Y(t)} be two random processes. The cross-correlation is
R, (0)=E[X()Y(t—1)].

4. State any two properties of cross-correlation function.
Answer:
L Ry (-7) =Rz (1)

2 |R.‘LT{T}| = x"IR.L'r{mRn[m = é[R.‘L.TED} + Ry (0)]
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5. Given the ACF for a stationary process with no periodic component

ISR (r)=25+ : 46 - .find the mean and variance of the process{X(t)}
+ 07"

Answer:
By the property of ACF

Il
(9]
o

i, =limR,.(r) =lim 25+ s
T T, l+ 62"
n =5
E {Xz(t)}=R“(Q)=25+:l=29
Var {X(t)}=E{X"(1)}-E“{X(1)}=29-25=4.

5 2
6. ACF:R . (1) = M .find mean and variance.
6.25t" +4

7. ACF:R,(r) =25+

find mean and variance.

5

1+61

8. Define power spectral density.
Answer:
If R,y (r)1s the ACF ofa WSS process {X(t)} then the power spectral density
S 1 (@) of the process {X(1)}. is defined by

Sy (o)= TRH(r}e?_“”cfr (or) S (f)= TR_Lm-(T)G_m‘ﬁ(?TT
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9. Express each of ACF and PSD of a stationary R.P in terms of the other.{(or) write
down wiener khinchine relation }
Answer:
R (1) and S (w) are Fourier transform pairs.

Le. Sy (@)= J‘Rﬂ{r}e_"“’"dr and R_(7)= jSﬂ(cg)e“”dr

10. Define cross power spectral density of two random process {X(f)} and{Y(t)}.
Answer:
If {X(t)} and {Y(1)} are jointly stationary random processes with cross
correlation function R,.(r).then cross power spectral density of {X(t)} and {Y(t)}is

defined by
-S'}y (f’)) = IRXJ' (T)e—iﬁ}rdr

11. State any two properties of power spectral density.

Answer:
1) S(ew)=S(-w)
i) S(w) =0

ii1)The spectral density of a process {X(t)}.real or complex. is a real function
of @ and non-negative.

12. IfR(r) = e is the ACF of a R.P{X(1)}, obtain the spectral density.
Answer:

oo

Sy (@) = J-RH ()™ dr = je_z':'“'e_m'—dr = EJ‘e'z’:"' cosmtdr =
_x 0

—ao0

4
47 + o’

13. State anyv four properties of cross power density spectruimn.
Answer:
i) §,plm) =85, (—e) =5, (o)
1) Re[ §5-(e0) ] and Re[ S5 (e0) ] are even function of o
111) Im[ 55 (e0) ] and Im[ 5,4 (e2) ] are odd function of e
iv) S, (e)=0and 5, (o) =0 11 X(1) and Y1) are orthogonal.
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Unit 5

Two marks

14. Define a system and Define the linear system.
Answer:
A system is a functional relationship between the input X(t) and the output
Y(t).1.e.. Y(1) =f[X(D)]. o<t < 0.
A System is a functional relationship between the input X(t) and the output Y(t).
If fa; X (t)+ axXo(0)] = ap X (D) ]+ a; f{X5(0)]. then fis called a linear system.

15. Define time invariant system.
Answer:
If Y(t+h) ={[X(t+h)] where Y(t) ={[X(t)].then f 1s called the time mvariant system.

16. Check whether the following system is linear .y(t)=t x(t)
Answer:
Consider two input functions x;(t) and X,(t). The corresponding outputs are
yvi(D=t x1(t) and  v2(1)=t X»(1)
Consider ys(t) as the linear combinations of the two inputs.
yi(t)= tla; Xq(D)+ax (D)= art xg(t+a tx(0) (1)
consider the linear combinations of the two outputs.
ary(D+ax ()= art xa(ty+azx txa(t) (2)
From (1)and(2). (1)=(2)
The system y(t)=t x(t) 1s linear.

17.

Check whether the following system is linear .v(t)= xl(t)
Answer:
Comnsider two input functions x,(t) and x-(t). The comresponding outputs are
yl(t):xlg{t) and Yz(f}:X22(t)
Comnsider y3(t) as the linear combinations of the two inputs.

ya(D= [a1 x1(D+a> x(D]= a;” X" (D+ax” (042 ax(Dasxa(t) ... 1)
comnsider the linear combinations of the two outputs.
a1y{t)—0—a2 Yg(t): a, xf(t)—i-ag X27(t) . (2)

From (1) and (2). (1)=1(2)
The system y(t)=x"(t) is not linear.
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13. Define the Linear Time Invariant System.
Answer:

A linear system is said to be also time-invariant if the form of its impulse

response /i(f,u) does not depend on the time that the impulse 1s applied.
For linear time invariant system, /(z,u)=h(t —u)

If a system i1s such that its Input X(t) and its Output Y(t) are related by a
Convolution integral.

re..if (1) = jh(n}.‘f(f—n)mf . then the system 1s a

—0

linear time-invariant system.

19. Find the ACF of the random process {X(t)}, if its power spectral density is given

-1

by
l+o’. for |(J| <1
S(ow) = J,
10 . for|e| > 1
Solution:
R(r) = L e do—ij‘{l+oz}e”’rdo —Lj‘jp' +o’e " }io— Lf[er ] +j‘()2 cosmT (f().
- 2 i 23 J 1 7 1 2:{ _ll 1 2;'2- 11_ ) T ¥ T

7] o 2

1 smr 2sint  4cost 4sint 1 | 2r?sint +2r’sinr +r4cost —4sint
—_ + 3 _ =
C2r T T T r3 27 3

. . : 1
1 |e" —e™ ,sinor  2mcoser  2sinert
+2jo cosot do —|+2 o + — 3
2;r it T - 0

.
2{r*sint +rcost —sinr}

3
T

20. Define Average power.

Average power :i j.S‘(m} do = R(0)
2m -,
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21. A system has an impulse response h(t) = e #tU(t), find the system transfer

function.
Solution:
’ . e~ - { 2
UA,"L(I \ ted -{Ll.';'-["\c" V/C, ) ,‘ > "

PLk) = ) 9 ) E<0
Nn (L ( "y, ’
Y r){' J
;[ w J - ,.(\ "_T({ ‘l ('» ‘ J}
A
od vl Twt ]
f e e ':"Jl
J -
"' "1? 3 Lt )}
\J” |
o= I‘ tA 4 ’1{
v
o R+t ) ¢ g
1 oY 8
- | ( e
e )  fhe
. il R 1 i . : %,
' R4 ) ¢ (
) ’/’ - ( S “ \
- -— e ! t‘. '/‘ :
[ 7 <
! 2 g ”;
-< — I /
1“ -+
V P’ -t r. (Vo .
22. State any properties of Linear time invariant system.
1. If X(t) is WSS process, then Y(t) is also WSS process.
N e il y pa
L — P ’ - -J, =2 -~ ,(.r {
) M A Dw [t v
® ll s f
\ 1 = 8 4 g
) »10 .r A /’__ ‘.7’ L;"\,{ T/J’." /’ J'| £ {I U ) X{F- ¥ ] AU
f’bi" : & PR J
H-‘:ll Hhe ,,4‘!0{').:."1; ‘;,_. .';:w.‘.‘(}" ‘;',;:C oo vn‘r

o, Mfem
o
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