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Deep Neural Networks 

Deep learning is a class of machine learning algorithms that  uses multiple layers to 

progressively extract higher-level features from the raw input. For example, in image 

processing, lower layers may identify edges, while higher layers may identify the 

concepts relevant to a human such as digits or letters or faces. 

From another angle to view deep learning, deep learning refers to "computer-

simulate" or "automate" human learning processes from a source (e.g., an image of 

dogs) to a learned object (dogs). Therefore, a notion coined as "deeper" learning or 

"deepest" learning makes sense. The deepest learning refers to the fully automatic 

learning from a source to a final learned object. A deeper learning thus refers to a 

mixed learning process: a human learning process from a source to a learned semi-

object, followed by a computer learning process from the human learned semi-object 

to a final learned object. 

In deep learning, each level learns to transform its input data into a slightly more 

abstract and composite representation. In an image recognition application, the raw 

input may be a matrix of pixels; the first representational layer may abstract the 

pixels and encode edges; the second layer may compose and encode arrangements 

of edges; the third layer may encode a nose and eyes; and the fourth layer may 

recognize that the image contains a face. Importantly, a deep learning process can 

learn which features to optimally place in which level on its own. This does not 

eliminate the need for hand-tuning; for example, varying numbers of layers and layer 

sizes can provide different degrees of abstraction.  

The word "deep" in "deep learning" refers to the number of layers through which the 

data is transformed. More precisely, deep learning systems have a substantial credit 

assignment path (CAP) depth. The CAP is the chain of transformations from input 

to output. CAPs describe potentially causal connections between input and output. 

For a feed forward neural network, the depth of the CAPs is that of the network and 

is the number of hidden layers plus one (as the output layer is also parameterized). 

For recurrent neural networks, in which a signal may propagate through a layer more 
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than once, the CAP depth is potentially unlimited. No universally agreed-upon 

threshold of depth divides shallow learning from deep learning, but most researchers 

agree that deep learning involves CAP depth higher than 2. CAP of depth 2 has been 

shown to be a universal approximator in the sense that it can emulate any 

function. Beyond that, more layers do not add to the function approximator ability 

of the network. Deep models (CAP > 2) are able to extract better features than 

shallow models and hence, extra layers help in learning the features effectively. 

Deep learning architectures can be constructed with a greedy layer-by-layer 

method. Deep learning helps to disentangle these abstractions and pick out which 

features improve performance.  

For supervised learning tasks, deep learning methods enable elimination of feature 

engineering, by translating the data into compact intermediate representations akin 

to principal components, and derive layered structures that remove redundancy in 

representation. 

Deep learning algorithms can be applied to unsupervised learning tasks. This is an 

important benefit because unlabeled data are more abundant than the labeled data. 

Examples of deep structures that can be trained in an unsupervised manner are deep 

belief networks.  

Machine learning models are now adept at identifying complex patterns in financial 

market data. Due to the benefits of artificial intelligence, investors are increasingly 

utilizing deep learning techniques to forecast and analyze trends in stock and foreign 

exchange markets 
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