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Introduction

• Logistic Regression is also known as Logit, Maximum-Entropy 
classifier is a supervised learning method for classification.

• It establishes a relation between dependent class variables and 
independent variables using regression.

• The dependent variable is categorical i.e. it can take only integral 
values representing different classes. 

• The probabilities describing the possible outcomes of a query point 
are modeled using a logistic function.

• This model is used when we have 2 classes of dependent variables. 
When there are more than 2 classes, then we have another 
regression method which helps us to predict the target variable better
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https://www.mygreatlearning.com/academy/learn-for-free/courses/logistic-regression?gl_blog_id=20159


Types  

• Binary Logistic Regression when the dependent variable is strictly 
binary

• Multinomial Logistic Regression is when the dependent variable has 
multiple categories.

There are two types of Multinomial Logistic Regression

• Ordered Multinomial Logistic Regression (dependent variable has 
ordered values)

• Nominal Multinomial Logistic Regression (dependent variable has 
unordered categories)
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Linear Discriminant Analysis(LDA)

• Discriminant Analysis is used for classifying observations into a class or category 
based on predictor (independent) variables of the data.

• Discriminant Analysis creates a model to predict future observations where the 
classes are known.

LDA comes to our rescue in situations when logistic regression is unstable when

1. Classed are well separated

2. Data is small

3. When we have more than 2 classes
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Working Process

• The LDA model uses Bayes’ Theorem to estimate probabilities. 

• They make predictions upon the probability that a new input dataset belongs to 
each class. 

• The class which has the highest probability is considered as the output class and 
then the LDA makes a prediction.
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https://www.mygreatlearning.com/blog/linear-discriminant-analysis-or-lda/


Polynomial  Regression

• Polynomial Regression is a regression algorithm that models the relationship 

between a dependent(y) and independent variable(x) as nth degree polynomial. 

y= b0+b1x1+ b2x12+ b2x13+...... bnx1n

"In Polynomial regression, the original features are converted into Polynomial features 

of required degree (2,3,..,n) and then modeled using a linear model."

try to cover it with a linear model, then we can clearly see that it hardly covers any 

data point. On the other hand, a curve is suitable to cover most of the data points,
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Equation and steps

Simple Linear Regression equation: y = b0+b1x .........(a)

Multiple Linear Regression equation: y= b0+b1x+ b2x2+ b3x3+....+ bnxn .........(b)

Polynomial Regression equation: y= b0+b1x + b2x
2+ b3x

3+....+ bnxn ..........(c)

Steps for Polynomial Regression:

• The main steps involved in Polynomial Regression are given below:

o Data Pre-processing

o Build a Linear Regression model and fit it to the dataset

o Build a Polynomial Regression model and fit it to the dataset

o Visualize the result for Linear Regression and Polynomial Regression model.

o Predicting the output.
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Types and Sigmoid function

A quadratic equation is a general term for a second-degree polynomial equation. This degree, on the other hand, 

can go up to nth values. Polynomial regression can so be categorized as follows:

• 1. Linear – if degree as 1

• 2. Quadratic – if degree as 2

• 3. Cubic – if degree as 3 and goes on, on the basis of degree.

Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised
Learning technique. It is used for predicting the categorical dependent variable using a given set of independent
variables.

• the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but
instead of giving the exact value as 0 and 1, it gives the probabilistic values which lie between 0 and 1.
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Sigmoid function

In Logistic regression, instead of fitting a regression line, we fit an "S" shaped logistic function, which predicts 

two maximum values (0 or 1).
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Logistic Function(sigmoid)

o The sigmoid function is a mathematical function used to map the predicted values

to probabilities.

o It maps any real value into another value within a range of 0 and 1.

o The value of the logistic regression must be between 0 and 1, which cannot go

beyond this limit, so it forms a curve like the "S" form. The S-form curve is

called the Sigmoid function or the logistic function.

o In logistic regression, we use the concept of the threshold value, which defines

the probability of either 0 or 1. Such as values above the threshold value tends to

1, and a value below the threshold values tends to 0.
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Logistic Function Equation

The Logistic regression equation can be obtained from the Linear Regression equation. The mathematical steps

to get Logistic Regression equations are given below:

We know the equation of the straight line can be written as:

In Logistic Regression y can be between 0 and 1 only, so for this let's divide the above equation by (1-y):

But we need range between -[infinity] to +[infinity], then take logarithm of the equation it will become:
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Types of Logistic Regression

On the basis of the categories, Logistic Regression can be classified into three types:

o Binomial: In binomial Logistic regression, there can be only two possible types

of the dependent variables, such as 0 or 1, Pass or Fail, etc.

o Multinomial: In multinomial Logistic regression, there can be 3 or more possible

unordered types of the dependent variable, such as "cat", "dogs", or "sheep"

o Ordinal: In ordinal Logistic regression, there can be 3 or more possible ordered

types of dependent variables, such as "low", "Medium", or "High".
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