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Introduction

• Regression is defined as a statistical method that helps us to analyze 
and understand the relationship between two or more variables of 
interest.

• In regression, we normally have one dependent variable and one or 
more independent variables.

• we try to “regress” the value of the dependent variable “Y” with the 
help of the independent variables. In other words, we are trying to 
understand, how the value of ‘Y’ changes w.r.t change in ‘X’.
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Types of variable

• Dependent Variable: This is the variable that we are trying to 
understand or forecast.

• Independent Variable: These are factors that influence the analysis or 
target variable and provide us with information regarding the 
relationship of the variables with the target variable.
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Types of Regression

• Linear Regression

• Polynomial Regression

• Logistic Regression

Linear Regression

Linear Regression is a predictive model used for finding 
the linear relationship between a dependent variable and one or more 
independent variables.
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https://www.mygreatlearning.com/blog/linear-regression-in-machine-learning/


Simple &Multiple Linear Regression
X —–> Y

• If the relationship between Independent and dependent variables is multiple in number, then it is called 
Multiple Linear Regression
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Types of Regression

As the model is used to predict the dependent variable, the relationship between the variables can be written in the below format.

Yi = β0 + β1 Xi +εi

Where,

Yi – Dependent variable

β0 -- Intercept

β1 – Slope Coefficient

Xi – Independent Variable

εi – Random Error Term

The main factor that is considered as part of Regression analysis is understanding the variance between the variables. For 

understanding the variance, we need to understand the measures of variation.
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Assumption

 Linear Relationship

 Normality

 No or Little Multicollinearity

 No Autocorrelation in errors

 Homoscedasticity

Coeffficient of determination r2

The coefficient of determination is the portion of the total variation in the dependent variable that is 

explained by variation in the independent variable. A higher value of r2 better is than the model with the 

independent variables being considered for the model.

r2 = SSR   Note: The value of r2 is the range of 0≤ r2≤1
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https://www.mygreatlearning.com/academy/learn-for-free/courses/autocorrelation?gl_blog_id=20159
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