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What are Bayesian Classifier?

• Statistical Classifier.

• Predict class membership probabilities.

• i.e The probability that a given tuple belongs 
to a particular class.

• Based on Baye’s Theorem.



Baye’s Theorem

P(H|X) = Posterior Probability of H Conditioned 
on X.

E.g., H is the hypothesis that our customer will 
buy a computer. Then P(H|X) reflects the 
probability that customer X will buy a 
Computer given that we know the age and 
income of the customer.



Contd…

P(H) = Prior probability of H.
E.g., Probability that any given customer will buy 

a computer regardless of age, income or any 
other information for that matter.

P(X|H) = Posterior probability of X conditioned 
on H.

E.g., Probability that a customer, X is 35 years 
old and earn $40,000 given that we know the 
customer will buy a computer.



Contd…

• P(X) = Prior probability.

• E.g., probability that a person from our set of 
customers is 35 years old and earns $40,000











P(buys computer =“yes” ) = 9/14 = 0.643.
P(X|ci)*P(Ci) = 0.044 * 0.643 = 0.028











Thank You…


