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➢How to determine important words in a document?

➢Word sense?

➢Word n-grams (and phrases, idioms,…)  → terms

➢How to determine the degree of importance of a term within a document and 

within the entire collection?

➢How to determine the degree of similarity between a document and the query?

➢In the case of the web, what is the collection and what are the effects of links, 

formatting information, etc.?

Problem 
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Why probabilities in IR?

User 
Information Need

Documents Document
Representation

Query
Representation

How to match?

In vector space model (VSM), matching between each document and
query is attempted in a semantically imprecise space of index terms.

Probabilities provide a principled foundation for uncertain reasoning.
Can we use probabilities to quantify our uncertainties?

Uncertain guess of whether document 
has relevant content

Understanding of user need is
uncertain
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Probabilities in IR

•Classical probabilistic retrieval model

–Probability ranking principle, etc.

–Binary independence model (≈ Naïve Bayes text cat)

–(Okapi) BM25

•Bayesian networks for text retrieval

•Language model approach to IR

–An important emphasis in recent work

•Probabilistic methods are one of the oldest but also one of the currently 

hottest topics in IR.
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The document ranking problem

We have a collection of documents

User issues a query

A list of documents needs to be returned

Ranking method is the core of an IR system:

In what order do we present documents to the user?

We want the “best” document to be first, second best second, etc….

Idea: Rank by probability of relevance of the document w.r.t. 

information need

P(R=1|documenti, query)
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Recall a few probability basics

• For events A and B:
• Bayes’ Rule

• Odds:

p(A,B) = p(AÇB) = p(A | B)p(B) = p(B | A)p(A)

p(A | B) =
p(B | A)p(A)

p(B)
=

p(B | A)p(A)

p(B | X)p(X)
X=A,A

å

O(A) =
p(A)

p(A)
=
p(A)

1- p(A)
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Probability Ranking Principle

Let x represent a document in the collection. 

Let R represent relevance of a document w.r.t. given (fixed) 

query and let R=1 represent relevant and R=0 not relevant

p(R =1| x) =
p(x | R =1)p(R =1)

p(x)

p(R = 0 | x) =
p(x | R = 0)p(R = 0)

p(x)
p(x|R=1), p(x|R=0) -

probability that if a 

relevant (not relevant) 

document is retrieved, it is 

x.

Need to find p(R=1|x) - probability that a document x is relevant.

p(R=1),p(R=0) - prior probability

of retrieving a relevant or non-relevant

document

p(R = 0 | x)+ p(R =1| x) =1
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Probability Ranking Principle

➢How do we compute all those probabilities?
➢Do not know exact probabilities, have to use estimates 
➢Binary Independence Model (BIM) – which we discuss next – is the 
simplest model

➢Questionable assumptions
➢“Relevance” of each document is independent of relevance of other 
documents.
➢Really, it’s bad to keep on returning duplicates

➢“term independence assumption”
➢ terms’ contributions to relevance are treated as independent 
events.
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Probabilistic Retrieval Strategy

➢Estimate how terms contribute to relevance

➢How do things like tf, df, and document length influence 

your judgments about document relevance? 

➢A more nuanced answer is the Okapi formulae

➢Spärck Jones / Robertson

➢Combine to find document relevance probability

➢Order documents by decreasing probability 

9/24



9/19/2022
Unit-2/Modeling and Retrieval Evaluation /19CS732 Information Retrieval Techniques 

/Jebakumar Immanuel D/CSE/SNSCE

Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..

15/24



9/19/2022
Unit-2/Modeling and Retrieval Evaluation /19CS732 Information Retrieval Techniques 

/Jebakumar Immanuel D/CSE/SNSCE

Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Probability Ranking Principle-Cont..
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Activity 
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Disadvantages  

Unit-2/Modeling and Retrieval Evaluation /19CS732 Information Retrieval Techniques 
/Jebakumar Immanuel D/CSE/SNSCE

➢ Need to guess the initial ranking

➢Binary weights, ignores frequencies

➢Independence assumption (not clear if bad)
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➢Theoretical adequacy: ranks by probabilities
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Assessment 1

1. List out the Advantages  of  Probability  in IRT
a)_______________________________________

b)_______________________________________

c)_______________________________________ 

d)_______________________________________

2. Identify the disadvantages  of Probability  in IRT

a)_______________________________________

b)_______________________________________

c)_______________________________________ 

d)_______________________________________
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THANK YOU
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