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K-Nearest Neighbor classifier 

KNN algorithm can be used for both classification and regression problems. The KNN algorithm 

uses ‗feature similarity‘ to predict the values of any new data points  

Let us start with a simple example. Consider the following table – it consists of the height, age 

and weight (target) value for 10 people. As you can see, the weight value of ID11 is missing. We 

need to predict the weight of this person based on their height and age. 

Note: The data in this table does not represent actual values. It is merely used as an example to 

explain this concept. 

 

For a clearer understanding of this, below is the plot of height versus age from the above table: 



 

In the above graph, the y-axis represents the height of a person (in feet) and the x-axis represents 

the age (in years). The points are numbered according to the ID values. The yellow point (ID 11) 

is our test point.  

If I ask you to identify the weight of ID11 based on the plot, what would be your answer? You 

would likely say that since ID11 is closer to points 5 and 1, so it must have a weight similar to 

these IDs, probably between 72-77 kgs (weights of ID1 and ID5 from the table). That actually 

makes sense, but how do you think the algorithm predicts the values? We will find that out in this 

article.  

As we saw above, KNN algorithm can be used for both classification and regression problems. 

The KNN algorithm uses ‗feature similarity‘ to predict the values of any new data points. This 

means that the new point is assigned a value based on how closely it resembles the points in the 

training set. From our example, we know that ID11 has height and age similar to ID1 and ID5, so 

the weight would also approximately be the same.  

Had it been a classification problem, we would have taken the mode as the final prediction. In 

this case, we have two values of weight – 72 and 77. Any guesses on how the final value will be 

calculated? The average of the values is taken to be the final prediction.  

Below is a stepwise explanation of the algorithm:  

1. First, the distance between the new point and each training point is calculated.  



 

2. The closest k data points are selected (based on the distance). In this example, points 1, 5, 6 

will be selected if the value of k is 3. We will further explore the method to select the right value 

of k later in this article. 

 

3. The average of these data points is the final prediction for the new point. Here, we have weight 

of ID11 = (77+72+60)/3 = 69.66 kg.  

In the next few sections, we will discuss each of these three steps in detail.  

3. Methods of the calculating distance between points  



The first step is to calculate the distance between the new point and each training point. There 

are various methods for calculating this distance, of which the most commonly known methods 

are – Euclidian, Manhattan (for continuous) and Hamming distance (for categorical).  

1. Euclidean Distance: Euclidean distance is calculated as the square root of the sum of the 

squared differences between a new point (x) and an existing point (y).  

 
2. Manhattan Distance: This is the distance between real vectors using the sum of their  

 
 
absolute difference.  

3. Hamming Distance: It is used for categorical variables. If the value (x) and the value (y) are 

the same, the distance D will be equal to 0 . Otherwise D=1.  

 
Once the distance of a new observation from the points in our training set has been measured, the 

next step is to pick the closest points. The number of points to be considered is defined by the 

value of k.  

4. How to choose the k factor?  

The second step is to select the k value. This determines the number of neighbors we look at 

when we assign a value to any new observation.  

In our example, for a value k = 3, the closest points are ID1, ID5 and ID6. 
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