
Definitions 

 

Machine Learning: Machine learning is the process of enabling computers to learn from data and 

improve their performance on a task over time, without being explicitly programmed. It 

encompasses various algorithms and techniques for pattern recognition, prediction, and decision-

making. 

Supervised Learning: Supervised learning is a type of machine learning where the algorithm is 

trained on labeled data, consisting of input-output pairs. The algorithm learns to map inputs to 

outputs by minimizing the difference between its predictions and the actual outputs. 

Unsupervised Learning: Unsupervised learning involves training algorithms on unlabeled data, where 

the system tries to find patterns, structures, or relationships in the data without explicit guidance. 

Clustering and dimensionality reduction are common tasks in unsupervised learning. 

Key Concepts 

 

Types of Machine Learning: 

Supervised Learning: Examples include linear regression for predicting house prices based on 

features like square footage and location, and classification algorithms like logistic regression or 

support vector machines for spam email detection. 

Unsupervised Learning: Examples include clustering algorithms like K-means for grouping similar 

customers based on purchasing behavior, and dimensionality reduction techniques like principal 

component analysis (PCA) for visualizing high-dimensional data. 

Evaluation Metrics: 

Supervised Learning: Common evaluation metrics include accuracy, precision, recall, and F1-score 

for classification tasks, and mean squared error (MSE) or root mean squared error (RMSE) for 

regression tasks. 

Unsupervised Learning: Evaluation metrics may vary depending on the task, such as silhouette score 

for clustering or explained variance ratio for dimensionality reduction. 

Model Selection and Validation: 

Cross-Validation: Cross-validation is a technique used to assess the performance of a machine 

learning model by splitting the data into multiple subsets for training and testing. It helps to 

estimate how the model will generalize to unseen data. 

Hyperparameter Tuning: Hyperparameters are parameters that control the behavior of the learning 

algorithm. Techniques like grid search or randomized search are used to find the optimal set of 

hyperparameters that maximize the model's performance. 

Applications 

 

Predictive Analytics: Machine learning is used for predicting outcomes or trends based on historical 

data, such as sales forecasting, customer churn prediction, and stock price prediction. 



Recommendation Systems: Machine learning powers recommendation systems used by e-

commerce platforms, streaming services, and social media platforms to personalize content and 

suggest products or services to users. 

Natural Language Processing (NLP): NLP algorithms enable computers to understand, interpret, and 

generate human language. Applications include sentiment analysis, language translation, and 

chatbots. 

Image Recognition and Computer Vision: Machine learning algorithms are employed in image 

recognition tasks, such as facial recognition, object detection, medical image analysis, and 

autonomous vehicles. 


